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Abstract 

This paper studies the qualitative behavior of solutions to coupled systems of delay 

differential equations. Sufficient conditions for the existence and uniqueness of 

solutions are established using fixed point techniques in appropriate Banach spaces. 

examines the effect of coupling and time-delay parameters on the stability properties of 

the system. The results contribute to a deeper theoretical understanding of coupled 

delay differential systems and support their applicability in various mathematical and 

applied modeling contexts. 

Keyword  Coupled system, Delay differential equation, Fixed point theorem 

1. Introduction 

Delay differential equations (DDE) are differential equations in which there is time lag. This 

corresponds to a amount of time between a signal and response, providing a system feedback 

timescale. 

Models of this form arise in applications biology, engineering, ecology, chemistry, and other 

systems containing derivatives which depend on a previous states [19]. 

             Preliminaries and Notations 

Through this thesis we will generally use the following notations: 

(1)- Let 𝐶 = 𝐶(Ι)  denotes the class of continuous functions defined on the interval 𝐼 = [0, 𝑇] 

with the norm  

‖𝑓‖ = sup e−Nt
t∈[0,T]  |𝑓(𝑡) )|,             𝑁 > 0.  

which is equivalent to the usual norm 

||𝑓|| = 𝑠𝑢𝑝𝑡∈(0,𝑇)|𝑓(𝑡)|  

(2)- 𝑋 denotes the class of all column vectors (
𝑥
𝑦) such that 𝑥, 𝑦 ∈ 𝐶(𝐼) 

With the norm  

‖(
𝑥
𝑦)‖ = ‖𝑥‖ + ‖𝑦‖  
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(3)- 𝑌 denotes the class of continuous functions (𝑥, 𝑦) such that 𝑥, 𝑦 ∈ 𝐶(𝐼)with the norm 

‖(𝑥, 𝑦)‖ = ‖𝑥‖ + ‖𝑦‖  

Definition  [13] 

Assume that 𝑓: 𝐼 × 𝑅 → 𝑅 satisfies Caratheodory conditions, that is measurable in 𝑡 for any 

𝑥 and continuous in 𝑥 on the interval 𝐼 ,we assigned the function 

(𝐹𝑥)(𝑡) = 𝑓(𝑡, 𝑥(𝑡)),   𝑡 ∈ 𝐼 . 

The operator 𝐹, defined in this way is called the superposition operator generated by the fu

nction 𝑓. 

Theorem  [2] 

The function 𝑓(𝑥) = 𝑓1(𝑥), 𝑓(𝑥)2, … . . 𝑓𝑛(𝑥)) is uniformly continuous In  𝐼 = [𝑎, 𝑏]if and on

ly if each 𝑓𝑖 is uniformly continuous in [𝑎, 𝑏]. 

Theorem  (Banach contraction mapping principle) [10] 

Let 𝑋 be a complete metric space and let 𝑇: 𝑋 → 𝑋 be a contraction map. Then 𝑇 has a u

nique fixed point in 𝑋 .Moreover,for any 𝑥0 ∈ 𝑋 ,the sequence {𝑇𝑛(𝑥0)}
∞

𝑛 = 0
 converge

s to the fixed point. 

This theorem is the most useful fixed point theorem, which is involved in many of the ex

istence and uniqueness proofs in ordinary differential equations. The mapping 𝑇 is the B

anach contraction mapping principle stilI has a unique fixed point in any closed subset 𝑀 

of 𝑋. There are some conditions for a continuous mapping 𝑇 in 𝑋. 

Theorem  (Schauder) [10] 

Let 𝑄 be a convex subset of a Banach space 𝑋,and 𝑇: 𝑄 → 𝑄 is compact ,continuous map. Th

en 𝑇 has at least one fixed point in 𝑄. 

Definition  [12] 

let 𝐹 = 𝑓𝑖: 𝑋 → 𝑌, 𝑖 = 𝐼 be a family of functions with 𝑦 being a set of real (or complex) num

bers, then we call 𝐹 uniformly bounded if there exists a real number 𝑐 such that   |𝑓𝑖(𝑥)| ≤ 𝑐

, ∀𝑖 ∈ 𝐼, 𝑥 ∈ 𝑋. 

Definition [12] 

Let 𝐹 = {𝑓(𝑥)} is the class of functions defined on 𝐴 = [𝑎, 𝑏] ⊂ ℛ the class of functions 𝐹

= {𝑓(𝑥)} is equicontinuous if ∀𝜖 > 0, ∃ 𝛿(𝜖) such that 

|𝑥 − 𝑦| <  𝛿 ⟹ |𝑓(𝑥) − 𝑓(𝑦)| < 𝜖 , ∀𝑓 ∈ 𝐹 𝑎𝑛𝑑 𝑥, 𝑦 ∈ 𝐴 

Theorem  (Arzela-Ascoli theorem)[12] 

Let 𝐸 be a compact metric space and 𝐶(𝐸) be the Banach space of real or complex valued c

ontinuous functions norms by 

||𝑓|| = |𝑓(𝑡)|𝑡∈𝐸
𝑠𝑢𝑝

  

If  𝐴 = {𝑓𝑛} is a sequence in 𝐶(𝐸) such that fn is uniformly bounded and equi-continuous ,th

en 𝐴̅ is compact. 

Theorem   (Lebesgue dominated convergence theorem)[12] 

Let {𝑓𝑛} be a sequence of functions convergingto a limit f on 𝐴, and suppose that 

|𝑓𝑛(𝑡)| ≤ ∅(𝑡),   𝑡 ∈ 𝐴.  𝑛 = 1,2, … ….      where ∅ is integrable on 𝐴, then 𝑓 is integrable on 𝐴 

and 
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lim
𝑛→∞

∫  𝑓𝑛(𝑡)dμ
A

= ∫ 𝑓(𝑡)dμ
𝐴

 

2.  Existence of a unique solution  

The existence of a unique continuous solution (
x
y) for the coupled system of the delay 

differential equations.  

d𝑥

dt
= 𝑓1(t, 𝑦(t), 𝑦(t − r1))              r1, t > 0          (1) 

dy

dt
= 𝑓2(t, 𝑥(t), 𝑥(t − r2))            r2, t > 0          (2) 

subject to the data 

𝑥(t) = 𝑥0                t ≤ 0      (3) 

y(t) = y0              t ≤ 0      (4) 

 

Let 𝑋 be the class of continuous column vectors with the norm (
𝑥
𝑦) such that 𝑥, 𝑦 ∈

𝐶[0, 𝑇] 𝑤𝑖𝑡ℎ 𝑡ℎ𝑒 𝑛𝑜𝑟𝑚   

‖(
𝑥
𝑦)‖ = ‖𝑥‖ + ‖𝑦‖ = sup𝑡∈[𝑜,𝑇]|𝑥(𝑡)| +

         
sup𝑡∈[𝑜,𝑇]|𝑦(𝑡)|               

Consider the problem (1.1)- (1.4) under the following assumptions. 

①  𝑓𝑖: [0, 𝑇] × 𝑅 × 𝑅 → 𝑅 𝑎𝑟𝑒 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑠  

② 𝑓𝑖 𝑠𝑎𝑡𝑖𝑠𝑓𝑦 𝑡ℎ𝑒 𝐿𝑖𝑝𝑠𝑐ℎ𝑖𝑡𝑧 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛  

|𝑓𝑖(𝑡, 𝑥1, 𝑥2) − 𝑓𝑖(𝑡, 𝑦1, 𝑦2)| ≤ 𝐿𝑖(|𝑥1 − 𝑦1| + |𝑥2 − 𝑦2|) , 𝐿𝑖 > 0, 𝑖 = 1,2.  

Now we have the following theorem  

Theorem 1.2   Let the assumptions (1) and (2) are satisfied. If 2𝐿𝑇 < 1, where  𝐿 =

max(𝐿1, 𝐿2) then the problem (1.1)- (1.4) has a unique solution (
𝑥
𝑦) ∈ 𝑋 . 

 Proof.   The problem (1.1)- (1.4) can be written as  

𝑑

𝑑𝑡
(

𝑥
𝑦) = (

𝑓1(𝑡, 𝑦(𝑡), 𝑦(𝑡 − 𝑟1))

𝑓2(𝑡, 𝑥(𝑡), 𝑥(𝑡 − 𝑟2))
) ,           (

𝑥0

𝑦0
) = 𝑋0  

Integrate both sides of the coupled system of the delay differential equations (1.1) and (1.2) , 

we obtain  

(
𝑥
𝑦) = 𝑋0 + (

∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦0)𝑑𝑠 + ∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 − 𝑟1))𝑑𝑠
𝑡

𝑟1

𝑟1

0

∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥0)𝑑𝑠 + ∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟2))𝑑𝑠
𝑡

𝑟2

𝑟2

0

)         (9)  
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Define the operator 𝐹 

𝐹 (
𝑥
𝑦) = (

𝐹1𝑥
𝐹2𝑦

) = (
𝑥0 + ∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦0)𝑑𝑠 + ∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 − 𝑟1))𝑑𝑠

𝑡

𝑟1

𝑟1

0

𝑦0 + ∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥0)𝑑𝑠 + ∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟2))𝑑𝑠
𝑡

𝑟2

𝑟2

0

)  

Now 

let  𝑥 ∈ 𝐶[0, 𝑇], then 

|𝐹1𝑥(𝑡2) − 𝐹1𝑥(𝑡1)| = 

=     |𝑥0 + ∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦0)
𝑟1

0
𝑑𝑠 + ∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 − 𝑟1))

𝑡2

𝑟1
𝑑𝑠  − 𝑥0 −

∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦0)
𝑟1

0
𝑑𝑠 − ∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 −  𝑟1))

𝑡1

𝑟1
𝑑𝑠|  

               =  |∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 − 𝑟1))
𝑡1

𝑟1
𝑑𝑠 + ∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 − 𝑟1))

𝑡2

𝑟1
𝑑𝑠 −

∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 − 𝑟1))
𝑡1

𝑟1
𝑑𝑠|  

                             ≤ ∫ |𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 − 𝑟1))|
𝑡2

𝑡1
𝑑𝑠  

         

This implies that 𝐹1𝑥 ∈ 𝐶[𝑜, 𝑇] 

Also, for 𝑦 ∈ 𝐶[0, 𝑇] then 

|𝐹2𝑦(𝑡2) − 𝐹2𝑦(𝑡1)| = |𝑦0 + ∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥0)
𝑟2

0
𝑑𝑠 + ∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 −

𝑡2

𝑟2

𝑟2)) 𝑑𝑠 − 𝑦0 − ∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥0)
𝑟2

0
𝑑𝑠 − ∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟2))

𝑡1

𝑟2
𝑑𝑠|  

= |∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟2))
𝑡1

𝑟2
𝑑𝑠 + ∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟2))

𝑡2

𝑟2
𝑑𝑠 −

∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟2))
𝑡1

𝑟1
𝑑𝑠| ≤ ∫ |𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟2))|

𝑡2

𝑡1
𝑑𝑠  

This implies that 𝐹2𝑦 ∈ 𝐶[0, 𝑇] 

 Hence  𝐹: 𝑋 → 𝑋 

Let   𝑈 = (
𝑥1

𝑦1
)     𝑎𝑛𝑑  𝑉 = (

𝑥2

𝑦2
) 

Then 

𝐹𝑈 = 𝐹 (
𝑥1

𝑦1
) = 𝑋0 + (

∫ 𝑓1(𝑠, 𝑦1(𝑠), 𝑦0)𝑑𝑠 + ∫ 𝑓1(𝑠, 𝑦1(𝑠), 𝑦1(𝑠 − 𝑟1))𝑑𝑠
𝑡

𝑟1

𝑟1

0

∫ 𝑓2(𝑠, 𝑥1(𝑠), 𝑥0)𝑑𝑠 + ∫ 𝑓2(𝑠, 𝑥1(𝑠), 𝑥1(𝑠 − 𝑟2))𝑑𝑠
𝑡

𝑟2

𝑟2

0

)  
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and   

𝐹𝑉 = 𝐹 (
𝑥2

𝑦2
) = 𝑋0 + (

∫ 𝑓1(𝑠, 𝑦2(𝑠), 𝑦0)𝑑𝑠 + ∫ 𝑓1(𝑠, 𝑦2(𝑠), 𝑦2(𝑠 − 𝑟1))𝑑𝑠
𝑡

𝑟1

𝑟1

0

∫ 𝑓2(𝑠, 𝑥2(𝑠), 𝑥0)𝑑𝑠 + ∫ 𝑓2(𝑠, 𝑥2(𝑠), 𝑥2(𝑠 − 𝑟2))𝑑𝑠
𝑡

𝑟2

𝑟2

0

)  

Then 

𝐹𝑈 − 𝐹𝑉 = 

(
∫ 𝑓1(𝑠, 𝑦1(𝑠), 𝑦0)𝑑𝑠 + ∫ 𝑓1(𝑠, 𝑦1(𝑠), 𝑦1(𝑠 − 𝑟1))𝑑𝑠

𝑡

𝑟1

𝑟1

0

∫ 𝑓2(𝑠, 𝑥1(𝑠), 𝑥0)𝑑𝑠 + ∫ 𝑓2(𝑠, 𝑥1(𝑠), 𝑥1(𝑠 − 𝑟2))𝑑𝑠
𝑡

𝑟2

𝑟2

0

) −

(
∫ 𝑓1(𝑠, 𝑦2(𝑠), 𝑦0)𝑑𝑠 + ∫ 𝑓1(𝑠, 𝑦2(𝑠), 𝑦2(𝑠 − 𝑟1))𝑑𝑠

𝑡

𝑟1

𝑟1

0

∫ 𝑓2(𝑠, 𝑥2(𝑠), 𝑥0)𝑑𝑠 + ∫ 𝑓2(𝑠, 𝑥2(𝑠), 𝑥2(𝑠 − 𝑟2))𝑑𝑠
𝑡

𝑟2

𝑟2

0

)  

And  

‖𝐹𝑈 − 𝐹𝑉‖ = ‖∫ 𝑓1(𝑠, 𝑦1(𝑠), 𝑦0)𝑑𝑠 + ∫ 𝑓1(𝑠, 𝑦1(𝑠), 𝑦1(𝑠 − 𝑟1))𝑑𝑠
𝑡

𝑟1

𝑟1

0
−

∫ 𝑓1(𝑠, 𝑦2(𝑠), 𝑦0)𝑑𝑠 + ∫ 𝑓1(𝑠, 𝑦2(𝑠), 𝑦2(𝑠 − 𝑟1))𝑑𝑠
𝑡

𝑟1

𝑟1

0
‖ +

‖∫ 𝑓2(𝑠, 𝑥1(𝑠), 𝑥0)𝑑𝑠 + ∫ 𝑓2(𝑠, 𝑥1(𝑠), 𝑥1(𝑠 − 𝑟2))𝑑𝑠
𝑡

𝑟2
        

𝑟2

0
−

∫ 𝑓2(𝑠, 𝑥2(𝑠), 𝑥0)𝑑𝑠 + ∫ 𝑓2(𝑠, 𝑥2(𝑠), 𝑥2(𝑠 − 𝑟2))𝑑𝑠
𝑡

𝑟2

𝑟2

0
‖  

But 

|∫ 𝑓1(𝑠, 𝑦1(𝑠), 𝑦0)𝑑𝑠
𝑟1

0
− ∫ 𝑓1(𝑠, 𝑦2(𝑠), 𝑦0)𝑑𝑠

𝑟1

0
+ ∫ 𝑓1(𝑠, 𝑦1(𝑠), 𝑦1(𝑠 −

𝑡

𝑟1

𝑟1))𝑑𝑠 − ∫ 𝑓1(𝑠, 𝑦2(𝑠), 𝑦2(𝑠 − 𝑟1))𝑑𝑠
𝑡

𝑟1
|  

≤ |∫ 𝑓1(𝑠, 𝑦1(𝑠), 𝑦0)𝑑𝑠 − 𝑓1(𝑠, 𝑦2(𝑠), 𝑦0)𝑑𝑠
𝑟1

0
| + |∫ 𝑓1(𝑠, 𝑦1(𝑠), 𝑦1(𝑠 −

𝑡

𝑟1

𝑟1))𝑑𝑠 − 𝑓1(𝑠, 𝑦2(𝑠), 𝑦2(𝑠 − 𝑟1))𝑑𝑠|  

≤ ∫ |𝑓1(𝑠, 𝑦1(𝑠), 𝑦0)𝑑𝑠 − 𝑓1(𝑠, 𝑦2(𝑠), 𝑦0)𝑑𝑠|
r1

0
+ ∫ |𝑓1(𝑠, 𝑦1(𝑠), 𝑦1(𝑠 −

t

r1

𝑟1))𝑑𝑠 − 𝑓1(𝑠, 𝑦2(𝑠), 𝑦2(𝑠 − 𝑟1))𝑑𝑠|  

≤ L1 ∫ |𝑦1(s) − 𝑦2(s)|
r1

0
+ L1 ∫ |𝑦1(s) − 𝑦2(s)|

t

r1
+ L1 ∫ |𝑦1(s) − 𝑦2(s)|𝑑𝑠

t

0
  

≤ L1‖𝑦1 − 𝑦2‖ ∫ ds
r1

0
+ L1‖𝑦1 − 𝑦2‖ ∫ ds

t

r1
+ L1‖𝑦1 − 𝑦2‖ ∫ ds

t

o
≤ L1‖𝑦1 −

𝑦2‖(r1 + T − r1 + T)  
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≤ 2L1T‖𝑦1 − 𝑦2‖.  

And 

|∫ 𝑓2(𝑠, 𝑥1(𝑠), 𝑥0)𝑑𝑠
𝑟1

0
− ∫ 𝑓2(𝑠, 𝑥2(𝑠), 𝑥0)𝑑𝑠

𝑟1

0
+ ∫ 𝑓2(𝑠, 𝑥1(𝑠), 𝑥1(𝑠 −

𝑡

𝑟1

𝑟1))𝑑𝑠 − ∫ 𝑓2(𝑠, 𝑥2(𝑠), 𝑥2(𝑠 − 𝑟1))𝑑𝑠
𝑡

𝑟1
| ≤ |∫ 𝑓2(𝑠, 𝑥1(𝑠), 𝑥0)𝑑𝑠 −

𝑟1

0

𝑓2(𝑠, 𝑥2(𝑠), 𝑥0)𝑑𝑠| + |∫ 𝑓2(𝑠, 𝑥1(𝑠), 𝑥1(𝑠 − 𝑟1))𝑑𝑠 − 𝑓2(𝑠, 𝑥2(𝑠), 𝑥2(𝑠 −
𝑡

𝑟1

𝑟1))𝑑𝑠| ≤ ∫ |𝑓2(𝑠, 𝑥1(𝑠), 𝑥0)𝑑𝑠 − 𝑓2(𝑠, 𝑥2(𝑠), 𝑥0)𝑑𝑠|
r1

0
+ ∫ |𝑓2(𝑠, 𝑥1(𝑠), 𝑥1(𝑠 −

t

r1

𝑟1))𝑑𝑠 − 𝑓2(𝑠, 𝑥2(𝑠), 𝑥2(𝑠 − 𝑟1))𝑑𝑠| ≤ L1 ∫ |𝑥1(s) − 𝑥2(s)|
r1

0
+ L1 ∫ |𝑥1(s) −

t

r1

𝑥2(s)| + L1 ∫ |𝑥1(s) − x𝑥2(s)|𝑑𝑠 ≤
t

0
L1‖𝑥1 − 𝑥2‖ ∫ ds

r1

0
+ L1‖𝑥1 −

𝑥2‖ ∫ ds
t

r1
+ L1‖𝑥1 − 𝑥2‖ ∫ ds

t

o
≤ L1‖𝑥1 − 𝑥2‖(r1 + T − r1 + T) ≤ 2L1T‖𝑥1 −

𝑥2‖  

Then 

‖FU − FV‖ ≤ 2𝐿1𝑇‖𝑦1 − 𝑦2‖ + 2𝐿2𝑇‖𝑥1 − 𝑥2‖  

                      ≤ 2𝐿𝑇(‖𝑥1 − 𝑥2‖ + ‖𝑦1 − 𝑦2‖)  

                     ≤ 2𝐿𝑇‖𝑈 − 𝑉‖.  

Where 𝐿 = 𝑚𝑎𝑥(𝐿1, 𝐿2).  If 2𝐿𝑇 < 1, 𝑡ℎ𝑒𝑛 𝐹 𝑖𝑠 𝑐𝑜𝑛𝑡𝑟𝑎𝑐𝑡𝑖𝑜𝑛. 

Using the Banach fixed point theorem we deduce that there exists a unique 

solution (
𝑥
𝑦) ∈ 𝑋, 𝑜𝑓 𝑡ℎ𝑒 𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑙 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 (9). 

To complete the proof, differential both sides (9), we obtain the delay differenti

al equations (1)-(2) 

              Letting 𝑡 ≤ 0 𝑖𝑛 (9),  We obtain the initial data (3)-( 4). 

3. Existence of at least one solution 

We study the existence of at least one continuous solution for the coupled system of the delay 

differential equations (1.1)-(1.2). 

Finally, we study the existence of a unique uniformly stable solution (
𝑥
𝑦) the coupled system 

of the delay differential equations  for 

𝑑𝑥

𝑑𝑡
= 𝑓1(𝑡, 𝑦(𝑡), 𝑦(𝑡 − 𝑟)) , 𝑡 > 𝑟 > 0          (5) 

𝑑𝑦

𝑑𝑡
= 𝑓2(𝑡, 𝑥(𝑡), 𝑥(𝑡 − 𝑟)),   𝑡 > 𝑟 > 0          (6) 

subject to the data 



 Abdulhamed& Abushammala  ــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ 38مجلة العلوم الشاملة العدد   
 

3367 

 

𝑥(𝑡) = 𝑥0  , 𝑡 ≤ 𝑟                (7)  

𝑦(𝑡) = 𝑦0  , 𝑡 ≤ 𝑟                (8)  

Let 𝑌 be the class of continuous functions ( 𝑥, 𝑦)  , 𝑥, 𝑦 ∈ 𝐶[0, 𝑇] , with the norm  

‖(𝑥, 𝑦)‖ + ‖𝑥‖ + ‖𝑦‖ =
      

 sup𝑡∈[𝑜,𝑇]|𝑥(𝑡)| + sup𝑡∈[𝑜,𝑇]|𝑦(𝑡)|              

Consider the problem (1) - (2) under the following assumptions 

(1)  𝑓i: [o, T] × R × R Satisfy Caratheodory condition ,that is are measurable in 𝑡 ∈

[𝑜, 𝑇] 𝑓𝑜𝑟 𝑎𝑛𝑦 𝑥 ∈ 𝑅 𝑎𝑛𝑑 𝑐𝑜𝑛𝑡𝑖𝑛𝑜𝑢𝑠 𝑖𝑛 𝑥 ∈ 𝑅 𝑓𝑜𝑟 𝑎𝑙𝑚𝑜𝑠𝑡 𝑎𝑙𝑙 𝑡 ∈ [0, 𝑇] 

(2) 𝑡ℎ𝑒𝑟𝑒 𝑒𝑥𝑖𝑠𝑡 𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑏𝑙𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑠 𝑚𝑖 ∈

𝐿1[0, 𝑇]  , 𝑎𝑛𝑑 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑠 𝑏1, 𝑏2, 𝑏3, 𝑏4 > 0 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡  

|𝑓1(t, 𝑥1, 𝑥2)| ≤ 𝑚1 + 𝑏1|𝑥1| + b2|𝑥2| , |𝑓2(𝑡, 𝑦1, 𝑦2)| ≤ 𝑚2 + 𝑏2|𝑦1| + 𝑏2|𝑦2|  

(3) ∫ 𝑚𝑖(𝑠)𝑑𝑠 < 𝑘𝑖 , 𝑖 = 1,2.
𝑡

0
  

Now we have the following theorem 

Theorem  Assume that ( 1*),(2*) and (3) are satisfied, then there exists at least one solution coupled 

system of delay differential equations (1) (4). 

proof. Integral both sides of the coupled system of delay differential equations (1) -(2), we obtain the 

integral equation  

(
𝑥
𝑦) = (

𝑥0

𝑦0
) + (

∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦0)𝑑𝑠 + ∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 − 𝑟1))𝑑𝑠
𝑡

𝑟1

𝑟1

0

∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥0)𝑑𝑠 + ∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟2))𝑑𝑠
𝑡

𝑟2

𝑟2

0

)  

Define the operator F by  

𝐹(𝑥, 𝑦) = (𝐹1𝑥, 𝐹2𝑥) = (𝑥0 + ∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦0)𝑑𝑠 + ∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 − 𝑟1))𝑑𝑠
𝑡

𝑟1

𝑟1

0
, 𝑦0 +

∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥0)𝑑𝑠 + ∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟2))𝑑𝑠
𝑡

𝑟2

𝑟2

0
)  

Define the set 𝑄 = {(𝑥, 𝑦) ∈ 𝑌: ‖(𝑥, 𝑦)‖ + ‖𝑥‖ + ‖𝑦‖ < 𝑀}. 

Now 

|𝐹1𝑥| = |𝑥0 + ∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦0)𝑑𝑠 + ∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 − 𝑟1))𝑑𝑠
𝑡

𝑟1

𝑟1

0
|  

         ≤ |𝑥0| + ∫ |𝑓1(𝑠, 𝑦(𝑠), 𝑦0)|𝑑𝑠 + ∫ |𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 − 𝑟1))|𝑑𝑠
𝑡

𝑟1

𝑟1

0
  

≤ |𝑥0| + ∫ 𝑚1(𝑠)𝑑𝑠
𝑟1

0
+ 𝑏1 ∫ |𝑦(𝑠)|𝑑𝑠 + 𝑏2 ∫ |𝑦0|𝑑𝑠 + ∫ 𝑚1(𝑠)

𝑡

𝑟1
𝑑𝑠 + 𝑏1 ∫ |𝑦(𝑠)|𝑑𝑠 +

𝑡

𝑟1

𝑟1

0

𝑟1

0

𝑏2 ∫ |𝑦(𝑠)|𝑑𝑠
𝑡

0
  

≤ |𝑥0| + 2𝑘1 + 3𝐵1‖𝑦‖𝑇 + 𝑏2|𝑦0|𝑇 = 𝑁1  
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Where 𝐵1 = 𝑚𝑎𝑥(𝑏1, 𝑏2), Hence  𝐹1  is uniformly bounded. 

Similarly we have  

|𝐹2𝑦| = |𝑦0 + ∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥0)𝑑𝑠 + ∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟2))𝑑𝑠
𝑡

𝑟2

𝑟2

0
|                 

≤ |𝑦0| + ∫ |𝑓2(𝑠, 𝑥(𝑠), 𝑥0)|𝑑𝑠 + ∫ |𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟2))|𝑑𝑠
𝑡

𝑟2

𝑟2

0
  

           ≤ |𝑦0| + ∫ 𝑚1(𝑠)𝑑𝑠
𝑟2

0
+ 𝑏3 ∫ |(𝑠)|𝑑𝑠 + 𝑏4 ∫ |𝑥0|𝑑𝑠

𝑟1

0

𝑟1

0
  

+ ∫ 𝑚2(𝑠)
𝑡

𝑟1

𝑑𝑠 + 𝑏3 ∫ |𝑥(𝑠)|𝑑𝑠 + 𝑏4 ∫ |𝑥(𝑠)|𝑑𝑠
𝑡

0

𝑡

𝑟1

 

≤ |𝑦0| + 2𝑘2 + 3𝐵2‖𝑥‖𝑇 + 𝑏4|𝑥0|𝑇 = 𝑁2  . 

 Where 𝐵2 = 𝑚𝑎𝑥(𝑏3, 𝑏4).   Hence 𝐹2  is uniformly bounded.     

  Combining the results we obtain 

‖𝐹(𝑥, 𝑦)‖ = ‖𝐹1𝑥‖ + ‖𝐹2𝑦‖ ≤ 𝑁1 + 𝑁2 ≤ 𝑀 

Which implies that 𝐹  is uniformly bounded. 

We have For 𝑡2, 𝑡1 > 𝑟1,   𝑡2 > 𝑡1 𝑎𝑛𝑑 |𝑡2 − 𝑡1| < 𝛿,  

|𝐹1𝑥(𝑡2) − 𝐹1𝑥(𝑡1)| = |𝑥0 + ∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 − 𝑟1))𝑑𝑠
𝑡2

𝑟1
− 𝑥0 − ∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 − 𝑟1))𝑑𝑠

𝑡1

𝑟1
|  

= |∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 − 𝑟1))𝑑𝑠
𝑡1

𝑟1
+ ∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 − 𝑟1))𝑑𝑠

𝑡2

𝑟1
− ∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 − 𝑟1))𝑑𝑠

𝑡1

𝑟1
|  

   ≤ ∫ |∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 − 𝑟1))𝑑𝑠
𝑡2

𝑟1
|                                   

𝑡2

𝑟1
  

≤ ∫ 𝑚1(𝑠)𝑑𝑠
𝑡2

𝑡1
+ 𝑏1 ∫ |𝑦(𝑠)|𝑑𝑠 + 𝑏2 ∫ |𝑦(𝑠)|𝑑𝑠

𝑡2−𝑟1

𝑡1−𝑟1

𝑡2

𝑡1
  

≤ ∫ 𝑚1(𝑠)𝑑𝑠 + 2𝑀(𝑡2 − 𝑡1).                                          
𝑡2

𝑡1
  

Hence  {𝐹1𝑥} is class of equicontinuous. 

For  𝑡2, 𝑡1 > 𝑟2 , 𝑡2 > 𝑡1   and  |𝑡2 − 𝑡1| < 𝛿    we have 

|𝐹2𝑥(𝑡2) − 𝐹2𝑥(𝑡1)| = |𝑦0 + ∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟2))𝑑𝑠
𝑡2

𝑟2
− 𝑦0 − ∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟2))𝑑𝑠

𝑡1

𝑟2
|  

= |∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟2))𝑑𝑠
𝑡1

𝑟2
+ ∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟2))𝑑𝑠

𝑡2

𝑟1
− ∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟2))𝑑𝑠

𝑡1

𝑟2
|  

                            ≤ ∫ |∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟2))𝑑𝑠
𝑡2

𝑟1
|

𝑡2

𝑟1
  

                               ≤ ∫ 𝑚2(𝑠)𝑑𝑠
𝑡2

𝑡1
+ 𝑏3 ∫ |𝑥(𝑠)|𝑑𝑠 + 𝑏4 ∫ |𝑥(𝑠)|𝑑𝑠

𝑡2−𝑟2

𝑡1−𝑟2

𝑡2

𝑡1
    

                               ≤ ∫ 𝑚2(𝑠)𝑑𝑠 + 2𝑀(𝑡2 − 𝑡1).                                         
𝑡2

𝑡1
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 Hence {𝐹2𝑦} is class of equicontinuous.  

This implies that 𝐹  is equicontinuous function. 

Therefor the operator 𝐹 is equicontinuous and uniformly bounded, from Arzela – Ascoli theorem 𝐹  is 

compact. 

Now  

Let {𝑦𝑛} be convergent sequence such that  𝑦𝑛 → 𝑦,  

Then  

lim
𝑛→∞

𝐹1𝑥𝑛 = 𝑥0 + lim
𝑛→∞

∫ 𝑓1
𝑟0

0
(𝑠, 𝑦(𝑠), 𝑦0)𝑑𝑠 + lim

𝑛→∞
∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 − 𝑟1))𝑑𝑠

𝑡

𝑟1
  

But from the assumption 

|𝑓1(𝑡, 𝑦𝑛, 𝑦𝑛)| ≤ 𝑚1 + 𝑏1|𝑦𝑛| + 𝑏2|𝑦𝑛| 

              ≤ 𝑚1 + b1𝑀 + 𝑏2𝑀 

And      𝑓1(𝑡, 𝑦𝑛, 𝑦𝑛) → 𝑓1(𝑡, 𝑦, 𝑦) 

Applying Lebesgue dominated convergence theorem , then  

lim
𝑛→∞

𝐹1𝑥𝑛 = 𝑥0 + lim
𝑛→∞

∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦0)𝑑𝑠 + lim
𝑛→∞

∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 − 𝑟1))𝑑𝑠 = 𝐹1𝑥
𝑡

𝑟1

𝑟1

0

 

Which proves that 𝐹1 is continuous operator. 

Let {𝑥𝑛}  be convergent sequence such that  𝑥𝑛 → 𝑥 ,   then 

lim
𝑛→∞

𝐹2𝑦𝑛 = 𝑦0 + lim
𝑛→∞

∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥0)𝑑𝑠 + lim
𝑛→∞

∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟2))𝑑𝑠
𝑡

𝑟2

𝑟2

0

 

But from the assumption 

|𝑓2(𝑡, 𝑥𝑛, 𝑥𝑛)| ≤ 𝑚2 + 𝑏3|𝑥𝑛| + 𝑏4|𝑥𝑛| 

                 ≤ 𝑚2 + b3𝑀 + 𝑏4𝑀 

And  𝑓2(𝑡, 𝑥𝑛, 𝑥𝑛) → 𝑓2(𝑡, 𝑥, 𝑥) 

Applying Lebesgue dominated convergence theorem , then  

lim
𝑛→∞

𝐹2𝑦𝑛 = 𝑦0 + lim
𝑛→∞

∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥0)𝑑𝑠 + lim
𝑛→∞

∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟2))𝑑𝑠 = 𝐹2𝑦
𝑡

𝑟2

𝑟2

0
  

Which proves that 𝐹2 is continuous operator. 

Hence 𝐹: 𝑄 → 𝑄  is continuous and compact using Schauder fixed point  theorem   has a fixed point  

(
𝑥
𝑦) ∈ 𝑋    which proves that there exists at least one solution (9) of the coupled system of the delayed 

fifferential equations (1)- (2).  
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(
𝑥
𝑦) = (

𝑥0

𝑦0
) + (

∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦0)𝑑𝑠 + ∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 − 𝑟1))𝑑𝑠
𝑡

𝑟1

𝑟1

0

∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥0)𝑑𝑠 + ∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟2))𝑑𝑠
𝑡

𝑟2

𝑟2

0

)  

Complete the proof , differential both sides we obtain the delay differential equations (1)-( 2). 

Letting   in (9), we obtain the initial data (3)-(4). 

 

4. Stability of solution 

Here, We study the uniform stability of the solution of the problem (5) - (8) Consider the two coupled 

system of the delay differential equations (5) - (6) 

subject to the data 

𝑥(𝑡) = 𝑥̅0,     𝑡 ≤ 𝑟                     (10) 

𝑦(𝑡) = 𝑦̅0,     𝑡 ≤ 𝑟                     (11) 

 

Definition   The system of differential equations (5)- (6) is uniformly stable if ∀ ϵ > 0, ∃ 𝛿 > 0,  such 

that 

|𝑥0 − 𝑥̅0| <
𝛿

2
    𝑎𝑛𝑑   |𝑦0 − 𝑦̅0| <

𝛿

2
  ⇒  ‖(

𝑥
𝑦) − (

𝑥̅
𝑦̅

)‖ < 𝜖 

Now we have the following theorem 

Theorem Let the assumptions of the Theorem (4) are satisfied, then the solution of the coupled system 

(5) - (6) is uniformly stable. 

 

Proof. The solutions of the differential equation (5), (8) and (5), (6),( 10), (11) are given by  

𝑈(𝑡) = (
𝑥(𝑡)

𝑦(𝑡)
) = (

𝑥0 + ∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦0)𝑑𝑠 + ∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 − 𝑟))𝑑𝑠
𝑡

𝑟

𝑟

0

𝑦0 + ∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥0)𝑑𝑠 + ∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟))𝑑𝑠
𝑡

𝑟

𝑟

0

)  

And  

𝑈̅(𝑡) = (
𝑥̅(𝑡)

𝑦̅(𝑡)
) = (

𝑥̅0 + ∫ 𝑓1(𝑠, 𝑦̅(𝑠), 𝑦̅0)𝑑𝑠 + ∫ 𝑓1(𝑠, 𝑦̅(𝑠), 𝑦̅(𝑠 − 𝑟))𝑑𝑠
𝑡

𝑟

𝑟

0

𝑦̅0 + ∫ 𝑓2(𝑠, 𝑥̅(𝑠), 𝑥̅0)𝑑𝑠 + ∫ 𝑓2(𝑠, 𝑥̅(𝑠), 𝑥̅(𝑠 − 𝑟))𝑑𝑠
𝑡

𝑟

𝑟

0

)  

Let   |𝑥0 − 𝑥̅0| <
𝛿

2
    𝑎𝑛𝑑   |𝑦0 − 𝑦̅0| <

𝛿

2
 , 

Then  

𝑈 − 𝑈̅ = 
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(
𝑥0 + ∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦0)𝑑𝑠 + ∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 − 𝑟))𝑑𝑠

𝑡

𝑟

𝑟

0

𝑦0 + ∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥0)𝑑𝑠 + ∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟))𝑑𝑠
𝑡

𝑟

𝑟

0

) −

(
𝑥̅0 + ∫ 𝑓1(𝑠, 𝑦̅(𝑠), 𝑦̅0)𝑑𝑠 + ∫ 𝑓1(𝑠, 𝑦̅(𝑠), 𝑦̅(𝑠 − 𝑟))𝑑𝑠

𝑡

𝑟

𝑟

0

𝑦̅0 + ∫ 𝑓2(𝑠, 𝑥̅(𝑠), 𝑥̅0)𝑑𝑠 + ∫ 𝑓2(𝑠, 𝑥̅(𝑠), 𝑥̅(𝑠 − 𝑟))𝑑𝑠
𝑡

𝑟

𝑟

0

)  

And  

‖𝑈 − 𝑈̅‖ ≤ ‖𝑥0 − 𝑥̅0 + ∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦0)𝑑𝑠 − ∫ 𝑓1(𝑠, 𝑦̅(𝑠), 𝑦̅0)𝑑𝑠 + ∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 − 𝑟))𝑑𝑠
𝑡

𝑟

𝑟

0
−

𝑟

0

∫ 𝑓1(𝑠, 𝑦̅(𝑠), 𝑦̅(𝑠 − 𝑟))𝑑𝑠
𝑡

𝑟
‖  

+ ‖𝑦0 − 𝑦̅0 + ∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥0)𝑑𝑠 − ∫ 𝑓2(𝑠, 𝑥̅(𝑠), 𝑥̅0)𝑑𝑠 + ∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟))𝑑𝑠
𝑡

𝑟

𝑟

0
−

𝑟

0

∫ 𝑓2(𝑠, 𝑥̅(𝑠), 𝑥̅(𝑠 − 𝑟))𝑑𝑠
𝑡

𝑟
‖  

≤ |𝑥0 − 𝑥̅0| + |𝑦0 − 𝑦̅0| + ‖∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦0)𝑑𝑠 − ∫ 𝑓1(𝑠, 𝑦̅(𝑠), 𝑦̅0)𝑑𝑠 + ∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 −
𝑡

𝑟

𝑟

0

𝑟

0

𝑟))𝑑𝑠 − ∫ 𝑓1(𝑠, 𝑦̅(𝑠), 𝑦̅(𝑠 − 𝑟))𝑑𝑠
𝑡

𝑟
‖ + ‖∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥0)𝑑𝑠 − ∫ 𝑓2(𝑠, 𝑥̅(𝑠), 𝑥̅0)𝑑𝑠 +

𝑟

0

𝑟

0

∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟))𝑑𝑠
𝑡

𝑟
− ∫ 𝑓2(𝑠, 𝑥̅(𝑠), 𝑥̅(𝑠 − 𝑟))𝑑𝑠

𝑡

𝑟
‖.  

But  

|∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦0)𝑑𝑠 − ∫ 𝑓1(𝑠, 𝑦̅(𝑠), 𝑦̅0)𝑑𝑠 + ∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 − 𝑟))𝑑𝑠
𝑡

𝑟

𝑟

0
− ∫ 𝑓1(𝑠, 𝑦̅(𝑠), 𝑦̅(𝑠 −

𝑡

𝑟

𝑟

0

𝑟))𝑑𝑠|  

≤ |∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦0)𝑑𝑠 − ∫ 𝑓1(𝑠, 𝑦̅(𝑠), 𝑦̅0)𝑑𝑠 + ∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 − 𝑟))𝑑𝑠
𝑡

𝑟

𝑟

0
− ∫ 𝑓1(𝑠, 𝑦̅(𝑠), 𝑦̅(𝑠 −

𝑡

𝑟

𝑟

0

𝑟))𝑑𝑠|  

≤  ∫ |𝑓1(𝑠, 𝑦(𝑠), 𝑦0) − 𝑓1(𝑠, 𝑦̅(𝑠), 𝑦̅0)|
𝑟

0
𝑑𝑠 + ∫ |𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 − 𝑟)) − 𝑓1(𝑠, 𝑦̅(𝑠), 𝑦̅(𝑠 − 𝑟))|𝑑𝑠

𝑡

𝑟
  

≤ 𝐿1 ∫ |𝑦(𝑠) − 𝑦̅(𝑠)|
𝑟

0
𝑑𝑠 + 𝐿1 ∫ |𝑦0 − 𝑦̅0|

𝑟

0
𝑑𝑠 + 𝐿1 ∫ |𝑦(𝑠) − 𝑦̅(𝑠)|

𝑡

𝑟
𝑑𝑠 + 𝐿1 ∫ |𝑦(𝑠) − 𝑦̅(𝑠)|

𝑡

𝑟
𝑑𝑠  

≤ 𝐿1 ∫ |𝑦(𝑠) − 𝑦̅(𝑠)|
𝑟

0
𝑑𝑠 + 𝐿1 ∫ |𝑦0 − 𝑦̅0|

𝑟

0
𝑑𝑠 + 2𝐿1 ∫ |𝑦(𝑠) − 𝑦̅(𝑠)|

𝑡

𝑟
𝑑𝑠  

Then  

𝑒−𝑁𝑡 |∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦0)𝑑𝑠 − ∫ 𝑓1(𝑠, 𝑦̅(𝑠), 𝑦̅0)𝑑𝑠 + ∫ 𝑓1(𝑠, 𝑦(𝑠), 𝑦(𝑠 − 𝑟))𝑑𝑠
𝑡

𝑟
−

𝑟

0

𝑟

0
| ∫ 𝑓1(𝑠, 𝑦̅(𝑠), 𝑦̅(𝑠 −

𝑡

𝑟

𝑟))𝑑𝑠  

≤ 𝐿1 ∫ 𝑒−𝑁(𝑡−𝑠)𝑒−𝑁𝑠𝑟

0
|y(s) − y̅(s)|𝑑𝑠 + 𝑒−𝑁𝑡L1|𝑦0 − 𝑦̅0| ∫ 𝑑𝑠 + 2𝐿1

r

0 ∫ 𝑒−𝑁(𝑡−𝑠)𝑡

0
𝑒−𝑁𝑠|y(s) −

y̅(s)|𝑑𝑠  

≤ 𝐿1‖𝑦 − 𝑦̅‖ ∫ 𝑒−𝑁(𝑡−𝑠)𝑑𝑠 + 𝑒−𝑁𝑡L1|𝑦0 − 𝑦̅0|
𝑟

0 ∫ 𝑑𝑠 + 2𝐿1
r

0
‖𝑦 − 𝑦̅‖ ∫ 𝑒−𝑁(𝑡−𝑠)𝑡

0
𝑑𝑠  
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≤ 𝐿1‖𝑦 − 𝑦̅‖ ((
𝑒−𝑁(𝑡−𝑟)

N
−

e−Nt

N
) + 𝑒−𝑁𝑡L1|𝑦0 − 𝑦̅0|𝑟 + ∫ 𝑑𝑠 + 2𝐿1

r

0
‖𝑦 − 𝑦̅‖ (

1

N
−

e−Nt

N
))  

≤ 𝐿1‖𝑦 − 𝑦̅‖
𝑒−𝑁(𝑡−𝑟)

N
+ e−NtL1|𝑦0 − 𝑦̅0|𝑟 + 2L1‖y − y̅‖

1

N
  

≤ e−NtL1|𝑦0 − 𝑦̅0|𝑟 +
𝐿1

N
‖𝑦 − 𝑦̅‖ + 2

𝐿1

N
‖𝑦 − 𝑦̅‖  

≤ e−NtL1|𝑦0 − 𝑦̅0|𝑟 + 3
𝐿1

N
‖𝑦 − 𝑦̅‖.  

Similarly we have  

|∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥0)𝑑𝑠 − ∫ 𝑓2(𝑠, 𝑥̅(𝑠), 𝑥̅0)𝑑𝑠 + ∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟))𝑑𝑠
𝑡

𝑟

𝑟

0
− ∫ 𝑓2(𝑠, 𝑥̅(𝑠), 𝑥̅(𝑠 −

𝑡

𝑟

𝑟

0

𝑟))𝑑𝑠|  

≤ |∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥0)𝑑𝑠 − ∫ 𝑓2(𝑠, 𝑥̅(𝑠), 𝑥̅0)𝑑𝑠 + ∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟))𝑑𝑠
𝑡

𝑟

𝑟

0
− ∫ 𝑓2(𝑠, 𝑥̅(𝑠), 𝑥̅(𝑠 −

𝑡

𝑟

𝑟

0

𝑟))𝑑𝑠|  

≤ ∫ |𝑓2(𝑠, 𝑥(𝑠), 𝑥0) − 𝑓2(𝑠, 𝑥̅(𝑠), 𝑥̅0)|
𝑟

0
𝑑𝑠 + ∫ |𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟)) − 𝑓2(𝑠, 𝑥̅(𝑠), 𝑥̅(𝑠 − 𝑟))|𝑑𝑠

𝑡

𝑟
  

≤ 𝐿2 ∫ |𝑥(𝑠) − 𝑥̅(𝑠)|
𝑟

0
𝑑𝑠 + 𝐿2 ∫ |𝑥0 − 𝑥̅0|

𝑟

0
𝑑𝑠 + 𝐿2 ∫ |𝑥(𝑠) − 𝑥̅(𝑠)|

𝑡

𝑟
𝑑𝑠 + 𝐿2 ∫ |𝑥(𝑠) − 𝑥̅(𝑠)|

𝑡

𝑟
𝑑𝑠  

≤ 𝐿2 ∫ |𝑥(𝑠) − 𝑥̅(𝑠)|
𝑟

0
𝑑𝑠 + 𝐿2 ∫ |𝑥0 − 𝑥̅0|

𝑟

0
𝑑𝑠 + 2𝐿2 ∫ |𝑥(𝑠) − 𝑥̅(𝑠)|

𝑡

𝑟
𝑑𝑠  

Then  

𝑒−𝑁𝑡 |∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥0)𝑑𝑠 − ∫ 𝑓2(𝑠, 𝑥̅(𝑠), 𝑥̅0)𝑑𝑠 + ∫ 𝑓2(𝑠, 𝑥(𝑠), 𝑥(𝑠 − 𝑟))𝑑𝑠
𝑡

𝑟
−

𝑟

0

𝑟

0
| ∫ 𝑓2(𝑠, 𝑥̅(𝑠), 𝑥̅(𝑠 −

𝑡

𝑟

𝑟))𝑑𝑠  

≤ 𝐿2 ∫ 𝑒−𝑁(𝑡−𝑠)𝑒−𝑁𝑠𝑟

0
|𝑥(s) − 𝑥̅(s)|𝑑𝑠 + 𝑒−𝑁𝑡𝐿2|𝑥0 − 𝑥̅0| ∫ 𝑑𝑠 + 2

r

0
𝐿2 ∫ 𝑒−𝑁(𝑡−𝑠)𝑡

0
𝑒−𝑁𝑠|𝑥(s) −

𝑥̅(s)|𝑑𝑠  

≤ 𝐿2‖𝑥 − 𝑥̅‖ ∫ 𝑒−𝑁(𝑡−𝑠)𝑑𝑠 + 𝑒−𝑁𝑡L2|𝑥0 − 𝑥̅0|
𝑟

0 ∫ 𝑑𝑠 + 2𝐿2
r

0
‖𝑥 − 𝑥̅‖ ∫ 𝑒−𝑁(𝑡−𝑠)𝑡

0
𝑑𝑠  

≤ 𝐿2‖𝑥 − 𝑥̅‖ ((
𝑒−𝑁(𝑡−𝑟)

N
−

e−Nt

N
) + 𝑒−𝑁𝑡L2|𝑥0 − 𝑥̅0|𝑟 + ∫ 𝑑𝑠 + 2𝐿2

r

0
‖𝑥 − 𝑥̅‖ (

1

N
−

e−Nt

N
))  

≤ 𝐿2‖𝑥 − 𝑥̅‖
𝑒−𝑁(𝑡−𝑟)

N
+ e−Nt𝐿2|𝑥0 − 𝑥̅0|𝑟 + 2L2‖𝑥 − 𝑥̅‖

1

N
  

≤ e−Nt𝐿2|𝑥0 − 𝑥̅0|𝑟 +
𝐿2

N
‖𝑥 − 𝑥̅‖ + 2

𝐿2

N
‖𝑥 − 𝑥̅‖  

≤ e−Nt𝐿2|𝑥0 − 𝑥̅0|𝑟 + 3
𝐿2

N
‖𝑥 − 𝑥̅‖.  

 

Hence  
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‖𝑈 − 𝑈̅‖ ≤ 𝛿 + e−NtL1|𝑦0 − 𝑦̅0|𝑟 + 3
𝐿1

N
‖𝑦 − 𝑦̅‖ + e−Nt𝐿2|𝑥0 − 𝑥̅0|𝑟 + 3

𝐿2

N
‖𝑥 − 𝑥̅‖  

                  ≤  𝛿 + e−Nt𝐿r(|𝑦0 − 𝑦̅0| + |𝑥0 − 𝑥̅0|) + 3
L

N
(‖𝑦 − 𝑦̅‖ + ‖𝑥 − 𝑥̅‖)  

                  ≤ (e−Nt𝐿r + 1)𝛿 + 3
L

N
‖𝑈 − 𝑈̅‖  

Where   𝐿 = 𝑚𝑎𝑥(𝐿1, 𝐿2). 

Then  

‖𝑈 − 𝑈̅‖ (1 − 3
𝐿

𝑁
) ≤ (e−Nt𝐿r + 1)𝛿  

Hence  

 ‖𝑈 − 𝑈̅‖ ≤ (1 − 3
𝐿

𝑁
)

−1
(e−Nt𝐿r + 1)𝛿 = ϵ.    

Bibliography 

[1] A. Ambrosetti, E. Colorado and D. Ruiz, Multi-bump solutions to linearity coupled systems of 

nonlinear Schrödinger equations, Calc. var. Partial Differential Equations, 30, (2007), 85-112. 

[2] T. M. Apostol, Mathematicl Analysis, 2nd edition, Addison-Weasley Publishing Company Inc, 

(1974). 

[3] J. Banas and W. G. EL-Sayed, Solvability of functional and integral equation in some classes of 

integrable functions, Politechnik Rzeszowska, (1993). 

[4] J. L. Bona, V. A. Douglis and D. E. Mitsotakis, Numericl solution of coupled-KDV systems of 

boussinesq equations, II. Generayion, interactions and stabilitu of generlized solitary waves, Vol. 14, 

(2005) 

[5] J. L. Bona, M. Chen and J-C. Saut, Boussineseq equations and other system for small-amplitude 

long waves in non linear dispersive media, I. Derivation and linear Theory. J. Nonlinear sci., Vol. 12, 

(2002), 283-318. 

[6] J. L. Bona, T. Colin and D. Lannes, Ling wave approximations for water waves, Arch. Rational 

Mech. Anal, Vol. 178, (2005),373-410. 

[7] L. Bougoffa, A coupled system with integral conditions, APP. Math. King Khhalid University, Vol. 

4,(2004), 99-105 

[8] Z. Cao, C. Yuan, D. Jiang and X. Wang, A Note On Periodic Solutions Of Second Ovder 

Nonautonomous Singular Coupled Systems, Hindawi puplishing corporation, 15, (2010). 

[9] R. F. Curtain and A. J. Prithechard, Functonal Analysis in Modern Applied Mathematics, Academic 

press, 1977. 

[10] K. Goebel and W. A. Kirk, Topics in Metric Fixed Point Theory, Cambridge Uni versity Press, 

1990. 



 Abdulhamed& Abushammala  ــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ 38مجلة العلوم الشاملة العدد   
 

3374 

 

[11] R. S. Johnson. A Modern Inteoduction to the Mathematical Theory of Water waves, Cambridge 

University Press, 1974. 

[12] A. N. Kolmogorov and S. V. Fomin, Introductory Real Analysis, Prentice-Hallne, 1970. 

[13] M. A. Kranselskii, On the conttinuity of the operator Fu(z) = f(z, u(x)), Dokl AKAD.Nauk. 77, 

(1951), 185-188. 

[14] F. Linares and M. Panthee, On the cauchy problem for coupled system of KDV equations, ins. 

Mat. pure. April., (2000), 22460-320. 

[15] E. Lombardi, Oscillatory Integral and Phenomena Beyond All Algebraic Orders, with Applications 

to Homoclinic Orbits in Reversible Systems. Lecture Notes in Mathemat ics, Springer-Verlag, 1741, 

2000. 

[16] T. Narazaki, Global solutions to the Cauchy problem for the weak coupled system Damped wave 

equations, Dynamical system, (2009), 106-106. 

[17] J. T. Oden, Applied Functional Analysis, Prentice-Hall, Inc, 1979. 

[18] M. N. Özer, A new integrable reduction of the coupled NLS equation, Tr. J. of Math., Vol. 122, 

(1998), 319-333. 

[19] J. N. Stroh, Non-normality in scalar delay differential equations, M.Sc Faculty of the University 

of Alaska Fairbanks, (2006). 

[20] G. Whitham, Linear and Non-Linear Willey Zeldorich, Ya.B., Barenblatt, G.I. 

[21] P. P. Zabrejko, A. I. Koshelev, M. A. Kranselskii, S. G. Mikhlm, L. S. Rakovshchik and V. J. 

Stetsenko Integral Equations, Nauka, Moscow, 1968 [En-glish Translation by N. Leyden 1975). 

 

 

 


