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1. Abstract: 

Among the most valuable environmental challenges facing the city of Zliten, Libya, which is 

depending totally on groundwater resources, is the abnormal rise in groundwater level. The 

study will try to use data mining techniques for extracting an accurate predictive model for 

groundwater levels based on monthly observations from 31 monitored wells collected over a 

continuous period of ten months. In this context, two machine learning-based algorithms for 

prediction were applied: Linear Regression and Decision Tree Regression, using the specialized 

analytic environment RapidMiner. 

These results show that, based on the key statistical performance measures of RMSE, MAE, 

and R², the Decision Tree algorithm obviously outperformed the Linear Regression model and 

thus can be effective in forecasting future groundwater levels. Such findings bring into focus 

the need to adopt artificial intelligence tools to support the management of groundwater 

resources and environmental sustainability in the face of fluctuating and unstable water 

supplies. 
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2.Introduction 

Numerous cities in coastal and arid areas like Libya Zliten are facing complicated 

environmental dilemmas concerning water resources management. These 

dilemmas are not confined to water shortage. In certain regions, an abnormal rise 

in groundwater levels has emerged, ultimately creating serious challenges for 
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urban systems, stagnant water bodies, and pollution of potable drinking water. 

Unlike drought, which easily attracts attention, rising groundwater levels are 

inconspicuous and as such need accurate prediction because it is an incredibly 

useful planning mechanism and a way to mitigate chronic environmental risks.[1] 

In response, recent research has been emphasizing more the utilization of artificial 

intelligence and data mining techniques to construct predictive models that can 

predict future changes in groundwater levels from empirical observation data 

aggregated over large stretches of continuous time. Data mining offers a salient 

alternative to traditional statistical methodologies, especially when faced with 

complex, high-dimensional, and nonlinear data sets.[2] 

Linear Regression, a classical and easy predictive algorithm, finds a linear 

relationship between independent feature variables and a dependent feature 

variable.[3] Decision Tree Regression, a powerful algorithm, splits data based on 

conditions on attributes. The ability to partition data provides a transparent 

structure that allows for interpretation of results, which is well suited for 

environmental applications.[4] 

As outlined, this study is aimed at predicting future groundwater levels in 31 wells 

distributed throughout the city of Zliten by means of both Linear Regression and 

Decision Tree Regression algorithms. The data used in this study encompasses 

ten consecutive months of measurement data. Modeling and analysis were 

undertaken in RapidMiner due to its easy-to-use and visually interactive interface, 

which provided support through all stages of data analysis from preprocessing to 

modeling to performance measurement. 

The research gap lies in the scarcity of local studies that employ data mining 

algorithms to interpret and predict groundwater behavior in the city of Zliten, 

which renders this study a significant scientific contribution. 

3.Research Problem : 

The research problem is represented by the absence of predictive models based 

on real-world data to explain the abnormal rise in groundwater levels in the city 
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of Zliten. Accordingly, this study seeks to address the following main research 

question: 

To what extent can Linear Regression and Decision Tree algorithms provide an 

accurate model for predicting groundwater levels in the city of Zliten? 

4.Research Objectives : 

The objective of this study is to predict the groundwater levels in Zliten City in 

Libya, using data mining techniques. The objectives of the research are: 

4.1  To determine and analyze the time trend of groundwater levels in thirty-one 

wells in the city of Zliten over ten successive months. 

4.2 To create a predictive model using Linear Regression to forecast the 

groundwater levels in Zliten City. 

4.3 To create a second alternative predictive model using Decision Tree 

Regression with the aim of predicting groundwater levels in the same area as the 

first model, and comparing both models. 

4.4 To employ expected statistical measures to evaluate the forecasted 

groundwater levels; namely Root Mean Squared Error (RMSE), Mean Absolute 

Error (MAE), and Coefficient of Determination (R²). 

4.5 To provide technological and procedural recommendations to control the 

phenomenon and aid environmental decision-making with the predictive 

character of the data collected. 

5. Significance of the Study: 

The study is relevant because it is addressing one of the important environmental 

issues affecting urban development in the city of Zliten, Libya, namely, the 

abnormal rise of the groundwater levels. The significance of this study can be 

articulated as follows: 

5.1 The study offers a practical model based on artificial intelligence and data 

mining to monitor and predict groundwater levels' change in Zliten, which is more 

advanced than traditional techniques that relied solely on observation or direct 

measurements. 
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5.2 The model provides nearly accurate predictions of total groundwater rise 

levels that can be usefully designed to act as a potential support mechanism or 

tool for decision makers in Zliten and Libya environmental authorities to 

anticipate useful future developments in relation to the groundwater rising in the 

city. 

5.3 The study highlights the significance of using specific software tools such as 

RapidMiner to mine and develop environmental data, which has opened wider 

options for the use of artificial intelligence in evaluating developing urban 

prospects and natural resource management. 

6. Research Questions: 

Following the afore-stated clearly defined problem and research objectives, this 

paper aims at giving solutions to the following research questions: 

6.1  To what extent, in terms of time horizon, will the monitoring period of 

groundwater levels in the wells of the Zliten city stretch? 

6.2  Is there a possibility that the Linear Regression algorithm can make accurate 

forecasts of upcoming groundwater levels in Zliten? 

6.3 Can the Decision Tree Regression algorithm overcome the capability of 

Linear Regression in predicting groundwater levels? 

6.4 What is the predictive or accurate value of the models used in the study, and 

how would this be measured through statistical parameters like RMSE, MAE, and 

R²? 

6.5 What do the implications of the results drawn from this research signify for 

the application of proactive environmental decision-making by the Libyan city of 

Zliten? 

7. Scope of the Study: 

This study seeks to investigate the current state and rising groundwater levels in 

the city of Zliten, Libya, using primary data from 31 wells located in different 

districts in the city. The groundwater levels were recorded monthly for a period 

of ten continuous months. The study is limited to the use of two predictive 
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algorithms: Linear Regression and Decision Tree Regression, using RapidMiner 

as the software-based analytical tool. The analysis focuses on assessing the 

performance of the two models in terms of accuracy using three standard 

statistical performance measures RMSE, MAE, and R² with the goal to find the 

best model in forecasting groundwater levels in Zliten. 

8. Research Methodology: 

The research utilizes an applied analytical research approach to build authentic 

predictive models that estimate and predict Zliten groundwater levels. The 

research is based on quantitative data collected during the fieldwork. It is the most 

appropriate approach for this research owing to its applicability in the nature of 

the research in using actual observation data, examining temporal changes, and 

predicting values in the future by using artificial intelligence techniques. 

8.1  Data and Source: 

A total of 31 wells in various neighborhoods in Zliten, Libya, were used in the 

data collection. Groundwater level measurements were conducted on a monthly 

basis for a total of ten months between the months of February and November 

2024. 

8.2 Analytical Tool 

The main tool used in conducting analysis and modeling was RapidMiner. The 

tool provides a visual and interactive interface that supports more than one stage 

of analysis, and these include: 

•     Feature Selection 

•     Performance Evaluation 

8.3 Data Preprocessing 

There were complete preprocessing steps done before constructing the models, 

including: 

• Handling and imputing missing values 

• Standardization of units and measurement 

• Extraction of the research material from the dataset 
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8.4 Models Used: 

There were two predictive algorithms employed: 

• Linear Regression: Used for finding a relationship between a dependent variable 

(groundwater level) and one or multiple independent variables (month, well ID). 

8.5 Performance Evaluation: 

These two models were compared using the criteria of three main statistical 

metrics: 

• Root Mean Square Error (RMSE) 

• Mean Absolute Error 

• Coefficient of Determination (R²) 

All three of these methods give a good insight into the fitness of the forecast 

values to the actual values and the overall best performing model [5]. 

8.6 Comparison of Models: 

After the development of both models, it was possible to conduct a comparison of 

the two models quantitatively to find which one is capable of representing our 

area of study more accurately so that accurate predictions of the levels of the 

groundwater for the future can be ensured. 

9. Literature Review: 

In recent years, there has been a growing recognition of the potential of artificial 

intelligence approaches in predicting groundwater levels. Below are a few 

relevant studies of recent interest. 

9.1  Groundwater Level Prediction in Landslide Area [6]:  

From fieldwork at a landslide area in Shuping region of the Three Gorges Dam in 

China, this study aimed to understand the relationship between influencing factors 

(such as rainfall and levels in the reservoir) and fluctuations in groundwater level. 

A Classification and Regression Tree (CART) model was applied to predict the 

groundwater levels and this was compared to the performance of Support Vector 

Machine (SVM) with the same set of variables. 
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The findings showed that the CART model performed better than SVM. The 

CART model predicted mean absolute steps of only 0.28 meters (compared to 

SVM of 1.53 meters), while relative step errors were very similar at just 1.15% 

(CART) and 6.11% (SVM).  

This study concluded CART has excellent generalization and interpretability 

capabilities making it a very good tool for groundwater dynamics especially in a 

complex geological setting or landslide area. 

9.2 Predicting Groundwater Levels in Texas Using Linear Regression[7]: 

This project was concerned with the ongoing declines in groundwater levels that 

are becoming a significant constraint on economic and social development, 

especially in agricultural and industrial contexts. A predictive model was 

developed by the researchers using Partial Least Squares (PLS) Regression, 

which is a generalization of linear regression, and tested with historical data 

from the state of Texas. This model was able to produce very accurate 

predictions and produced well defined, generalizable forecasting formulae. 

When examined in comparison with other algorithms, the PLS-based model 

struck a positive balance of simplicity and accuracy, and it has potential value in 

both long-term groundwater monitoring and forecasting. The project addressed 

the strategic function of groundwater as a direct input for agricultural, domestic, 

and industrial purposes, and established the value of predictive models to 

contribute to strategic environmental decisions. 

9.3 Forecasting Groundwater Levels in Ardabil Plain Using SVR and M5 

Decision Tree 

[8]: 

The Ardabil Plain in northwestern Iran is facing severe groundwater level 

reduction due to increased rainfall variability, prolonged drought, and 

overexploitation of groundwater for agricultural uses. The aim of the current study 

was to develop a groundwater prediction model using two algorithms, Support 

Vector Regression (SVR) and M5 Decision Tree. 
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The models were built on a monthly reading of 24 observation wells (piezometers) 

and this led to training as well as testing the models for predicting groundwater 

levels. The independent variables were previous groundwater levels, the amount 

of rainfall, and discharge of the well whereas the target variable was the this 

month's groundwater level. 

Both models had a good ability to predict groundwater levels, but based on 

simplicity and interpretability compared to SVR, the M5 Decision Tree was used 

for the analysis. The SVR model was more complicated but had the best 

prediction performance in predicting groundwater levels of certain wells with a 

Correlation Coefficient of R = 0.996. 

 10. RapidMiner Platform: 

RapidMiner is a powerful and popular platform for data mining and machine 

learning in both academic research and practitioner audiences. Its visual 

interface is easy to use, flexible, and allows the complex set of analytical 

processes to be run with little to no explicit programming or coding aspects 

required by the user[9]. The platform has been used successfully in 

consumer behavior, health crisis prediction, and environmentally based resource 

monitoring. In addition, it provides solid support for performance measures 

related to RMSE, MAE, R², etc. It also has an impressive array of built-in 

algorithms for predictive modeling and data analysis. 

 11. Linear Regression Algorithm: 

Linear regression is among the most common or typical predictive modeling 

techniques. In it, a linear relationship is estimated between a dependent variable 

and one or more independent (or explanatory) variables through a mathematical 

equation. 
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Linear regression can be relatively simple to use, it is still popularly used in the 

water sciences and hydrology when forecasting variables like groundwater levels, 

if an approximate linear relationship can be assumed between these variables. 

As of late, research shows that linear regression performs well, when the data set 

is clean and likely void of bias (noise/variation), but amplitude fluctuates, with 

likelihood rankings dropping the with increasing variance and nonlinearity in the 

data increasingly heterogeneous datasets [10]. 

12. Decision Tree Regression Algorithm: 

Decision Tree Regression, considered a nonlinear predictive algorithm, is 

frequently used because it performs well when handling complex data and 

interactions among many variables. The mechanism for Decision Tree regression 

is to split the dataset recursively into smaller and smaller subsets that are more 

homogeneous. This happens through decision nodes that reflect the variable, or 

variables, that has the greatest influence on the outcome.[11] 

Research has shown that Decision Tree models will have an appropriate balance 

between accuracy and explain ability. In applied fields such as groundwater 

management, where understanding the rationale of model predictions is as critical 

as the exact results. 

13. Implementation and Results: 

The dataset used in this study was obtained from an official report issued by the 

Libyan Ministry of Water Resources, entitled “Study on the Phenomenon of 

Rising Groundwater Levels in the City of Zliten.” [12]. The report includes 

groundwater level readings collected from 31 wells located throughout the city of 

Zliten . 

Measurements were recorded over several time intervals spanning a continuous 

period of ten months, from February to November 2024. The data reflects 

actual field observations of groundwater levels across various locations in the city, 

Table (1) presents a sample of the groundwater level readings that were used in 

the analysis. 
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Table (1): Groundwater Level Measurements at Selected Wells from the 

Study Sample during 2024 

Well 

No. 

level from ground surface (meters)Measurement date 2024 / Depth to water  

2 3 4 5 6 7 8 9 10 11 

W1 2.93 3.1 3.09 3.34 3.5 3.6 3.66 3.86 3.81 3.88 

W2 5.31 5.15 5.15 5.33 5.43 5.58 5.65 5.83 5.82 5.85 

W3 0.4 0.58 0.72 0.87 1.08 1.15 1.25 1.2 1.26 1.34 

W4 7.03 7.11 7.14 7.27 7.39 7.52 7.6 7.66 7.72 7.77 

W5 4.88 4.95 4.68 5.1 5.23 5.36 5.44 5.49 5.59 5.67 

W6 1.47 2.02 2.06 2.12 2.25 2.39 2.49 2.5 2.54 2.62 

W7 12.92 12.91 12.92 13.02 13.12 13.25 13.32 13.34 13.37 13.41 

W8 12.56 12.6 12.91 12.67 12.76 12.89 12.97 12.98 13.04 13.06 

W9 5.6 5.6 5.65 5.86 5.92 6.11 6.17 6.07 6.21 6.36 

W10 14.08 14.08 14.1 14.21 14.31 14.45 14.5 14.51 14.56 14.58 

However, prior to being exported for analysis and modelling in RapidMiner 

(version 9.9), the dataset was first entered and preprocessed in Microsoft Excel. 

In an attempt to forecast future values for the groundwater level in Zliten, two 

modelling approaches had to be applied: one for Linear Regression and the other 

for Decision Tree Regression. 

The treatment of the missing values in the dataset required the application of data 

transformation methods, where the missing values were replaced using the 

arithmetic mean in order to make all the statistics consistent. The groundwater 

level was then selected as the aim to be achieved by being the dependent variable 

or the ‘label’ in the modelling context. 

In order to prevent any subjective assessment on the efficiency of the predictive 

models, a Split Data approach was applied to split the dataset into subsets, where 

70% was utilized for training, followed by 30% for the purpose of testing. In order 

for there to be a proper assessment on the accuracy as well as the efficiency of the 

models, a performance (regression) operator was applied in the final process in 

order to measure the efficiency of models developed using statistical regression 

test standards. 
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Figure (1) illustrates the steps that are employed during the development of a 

predictive model using a linear regression algorithm. 

 

Figure( 1) illustrates the implementation of the Linear Regression 

algorithms. 

Figure(2) illustrates the steps followed in the development of the predictive 

model using the decision tree regression technique. 

 

Figure( 2) illustrates the implementation of the Decision Tree algorithms. 

Table (2) shows the sample running of the predictive algorithms. This table 

presents 10 wells that are chosen from the study sample, and it shows the average 
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actual values of groundwater levels with the average predicted values based on 

Linear Regression and Decision Tree Regression algorithms. 

Table (2) presents a selection of the results obtained from the predictive 

modeling process. 

well-id 
Actual water level 

value 

prediction water 

level(Decision Tree) 

prediction water level(Linear 

Regression) 

W1 3.477 3.324 7.143 

W2 5.510 3.324 7.003 

W3 0.985 3.324 6.863 

W4 7.421 6.33 6.723 

W5 5.239 6.33 6.583 

W6 2.246 2.246 6.443 

W7 13.158 10.652 6.304 

W8 12.844 10.652 6.164 

W9 5.955 10.652 6.024 

W10 14.338 15.002 5.884 

 

Figure (3) illustrates the comparison curve between the actual and predicted 

groundwater levels in the city of Zliten, using the Linear Regression algorithms. 

 

Figure (3) presents a comparison between the actual and predicted 

groundwater levels using the  Linear Regression algorithms. 
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Figure (4) illustrates the comparison curve between the actual and predicted 

groundwater levels in the city of Zliten, using the  Decision Tree Regression 

algorithms. 

 

Figure (4) presents a comparison between the actual and predicted 

groundwater levels using the Decision Tree Regression algorithms. 

The previously reviewed figure illustrates the material differences between 

average actual groundwater levels from the selected wells that show significant 

variability and nonlinearities. Groundwater level data are non-stationary and 

change over time in an irregular fashion. 

On the other hand, the predicted values from the Decision Tree algorithm showed 

a moving average curve that smoothly transitioned up and down, moving up and 

showing a degree of similarity to the movement of the actual values indicating the 

model was capturing linear and nonlinear trends. 

In contrast, the values predicted by the Linear Regression model look almost like 

a straight line sloping from left to right, indicating that the model assumes a linear 

model which did not closely approximate the actual fluctuating data. Thus, the 

linear model did not adequately capture true variation. 
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Both algorithms were evaluated based on three selected statistical performance 

metrics: Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and the 

Coefficient of Determination (R²). In Table(3), we provide a summary of results 

calculated for the performance metrics. 

Table (3) presents the values of statistical performance indicators for both 

the Linear Regression and Decision Tree Regression models. 

Model RMSE MAE R² 

Linear Regression 3.911 3.181 0.098 

Decision Tree 1.579 1.113 0.853 

As summarized in Table (3), the Root Mean Square Error (RMSE) of the Linear 

Regression model is 3.911, whereas the RMSE for the Decision Tree model is 

considerably lower at 1.579. Thus, since RMSE is largely impacted by larger 

errors (in this case, the Decision Tree model's predicted mean value was a closer 

estimate of groundwater levels than the Linear Regression model), one can 

assume that the Decision Tree model will provide more accurate predictions of 

groundwater levels than the linear model. 

Next, we consider Mean Absolute Error (MAE) and find the Linear Regression 

model had an MAE of 3.181, whereas the Decision Tree model had an MAE of 

only 1.113. MAE is also similar to RMSE in that it establishes an average 

magnitude of errors, regardless of their direction. Just as with RMSE, MAE 

reveals a distance between estimates and observed values for all predictions, 

indicating the Decision Tree produced better estimates for groundwater levels 

than the linear model. 

Finally, we looked at the Coefficient of Determination (R²) to assess how much 

variation in groundwater levels could be attributed to the input dataset. The Linear 

Regression model only produced a very low R² value of 0.098, indicating that the 

Linear Regression model has weak explanatory power in relation to the data 

because only 9.8% of total variation can be attributed to this model. By contrast, 

we reported an R² of 0.853 for the Decision Tree model, meaning this model can 



 ,Gnedela,Jaballa FRHABـــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ 83العدد ملحق  مجلة العلوم الشاملة   

032 
 

explain 85.3% of the variation in the data. This puts forward evidence supporting 

the Decision Tree as the most suitable model for capturing the relationship that 

the input dataset has with groundwater levels. 

Figure(5) illustrates the statistical performance metrics for both the Linear 

Regression and Decision Tree Regression models. 

 

Figure(5) illustrates the comparative chart of statistical performance 

indicators between the Linear Regression and Decision Tree models. 

Previous results show the type of relationship between influencing variables and 

groundwater levels within our study area. The relationship is mainly nonlinear; 

hence, the Decision Tree model will better capture and portray such a complex 

pattern. 

Whereas in the Linear Regression model, there is an implicit assumption that the 

relationship between the input and outputs is linear, the Decision Tree 

sequentially splits on thresholds that provide the best prediction. The tree would, 

therefore, be more capable of functioning under nonlinear assumptions or to allow 

conditional or interaction effects that involve some intervening variable. 
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These noted characteristics strengthen the rationale for using flexible algorithms 

which can model nonlinear relationships when conducting research for predicting 

groundwater levels. 

14. Conclusion 

This study aimed to forecast groundwater levels in the city of Zliten, which in 

recent years has experienced a high rise in groundwater tables with rising urban, 

health, and environmental issues. 

In an attempt to eliminate this, two data mining methods Linear Regression and 

Decision Tree Regression were used via the RapidMiner software. The models 

were also trained with 31 well monthly data spanning ten months. 

RMSE and R² values from the Outcome of evaluation showed that the Decision 

Tree model performed significantly better than the Linear Regression model, as it 

had a lower error value (RMSE=1.579) and a higher R² value (R²=0.853), which 

were indicators of a high level of prediction accuracy. On the other hand, the 

Linear Regression model performed poorly, which indicated that it was not suited 

for modeling a nonlinear or highly varying natural dataset. 

Such findings emphasize the need to integrate data mining methods in water 

resource management, especially in areas where changes are happening quite 

rapidly in groundwater system dynamics. 

15. Recommendations 

Based on the findings of the study, it is suggested that: 

15.1 Advanced data analysis algorithms should be used for ongoing monitoring 

of groundwater levels because of their good forecasting potential and future trend 

analyses. 

15.2 The Decision Tree model should be used as a budgeting model for 

groundwater applications in Zliten, partly due to its reporting of nonlinear 

relationships and ease of interpretation. 



 ,Gnedela,Jaballa FRHABـــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ 83العدد ملحق  مجلة العلوم الشاملة   

033 
 

15.3 The study should look into additional influencing variables, such as rainfall 

levels, temperature variations, and groundwater pumping, to improve the 

predictive value. 

15.4 The study should be developed with artificial intelligence technologies 

integrated with decision support systems to help municipal and environmental 

agencies perform forward-thinking infrastructure and public health planning. 

15.5 Predictive models integrated with Geographic Information System (GIS) 

technology can create mapping to identify vulnerable or high-risk areas, assisting 

the agencies with timely or targeted remedial actions. 

15.6 Governmental departments should be encouraged to create and maintain 

databases for consistent recording of groundwater levels, and to make these 

databases publicly accessible to affected parties and researchers to develop 

sustainable water knowledge and planning. 
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